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Motivation

2 11.8 million servers in the USA in 2007. Most of those machines 
run at 15% capacity or less *p y

Virtualized Datacenters rise server utilization rates to as high as 
80 percent **

Idle server consumes 50% of the power consumed by a highly

Virtulized Datacenter

Idle server consumes 50% of the power consumed by a highly 
utilized server
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Virtual Machies (VMs)

*   http://blogs.computerworld.com/data_center_utilization_15_of_11_8_million_is_a_big_number
** http://www-03.ibm.com/systems/virtualization/news/view/vdc.html



Elastic VM
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Elastic VM is a VM benefits from virtualization technology features 
to enable on the fly resources scaling without interrupting theto enable on-the-fly resources scaling without interrupting the 
service or rebooting the system

The hosting hypervisor is extended with interfaces that enable 
dif i VMmodifying VMs resources
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Elastic VM
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Elastic VM is a VM runs a modified kernel supports on-the-fly 
resources scaling feature without interrupting the service orresources scaling feature without interrupting the service or 
rebooting the system

The hosting hypervisor is extended with interfaces that enable 
dif i VMmodifying VMs resources
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Current Cloud Computing Elasticityp g y

5 Multi-instances scaling *

1.Coarse-grained scaling
2.It is not the best scalability solution for all applications (e.g., y pp ( g ,

Databases, Load balancers, and Applications with expensive 
licenses)

2.Scaling-down can interrupt sessions-based applications
3.Scale-out overhead causes SLO violation
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* http://media.amazonwebservices.com/AWS_Web_Hosting_Best_Practices.pdf



Objectivesj

Optimize resources allocation (i.e., fine grained dynamic scale-up)
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Optimize resources allocation (i.e., fine grained dynamic scale up)

Reduce the power consumption (i.e., run less physical hosts)

Reduce current scale-out overhead

Maintain Service Level Objectives (SLOs)
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Elastic VM

7 Multi-instances scaling Elastic VM scaling

1.Coarse-grained scaling
2.It is not the best scalability 

1.Fine-grained scaling
2.Applicable to any tiery

solution for all applications  
3.Scaling-down can interrupt 

sessions-based web connections
4.Scale-out overhead causes SLO 

pp y
3.Supports sessions-based web 

connections
4.Reduces the scaling-up overhead 

and mitigates SLO violation
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violation
g



Mutli-instances v.s. Elastic VM scalingg
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Four queues

Mutli-instances scale by adding 
more instances 

Elastic VM scales by adding 
more cores (vCPUs)

Performance:*

320 req/sec

vCPU

vCPU

CPU

80 req/sec

80 req/sec

80 /

320 req/sec

Single queue

vCPU

vCPU

320 req/sec

vCPU

vCPU

80 req/sec

80 req/sec

Each instance modeld as M/M/1

vCPU

vCPU

One instance with many cores 
d ld M/M/modeld as M/M/c

* Wesam Dawoud, Ibrahim Takouna and Christoph Meinel , �“Elastic Virtual Machine for Fine-grained Cloud Resource 
Provisioning�”, ObCom 2011,  Vellore, TN, India, Springer Berlin Heidelberg (2011) 



Mutli-instances v.s. Elastic VM scalingg
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Four queues

Mutli-instances scale by adding 
more instances 

Elastic VM scales by adding 
more cores (vCPUs)

Performance:

320 req/sec

vCPU

vCPU

CPU

80 req/sec

80 req/sec

80 /

320 req/sec

Single queue

vCPU

vCPU

320 req/sec

vCPU

vCPU

80 req/sec

80 req/sec

Each instance modeld as M/M/1

vCPU

vCPU

One instance with many cores 
d ld M/M/modeld as M/M/c

Power:*
vCPU vCPU vCPU

Same workload
Same throughput
0% l50% less power consumption

* I. Takouna, W. Dawoud, and C. Meinel. �“Accurate Mutlicore Processor Power Models for Power-Aware Resource 
Management�”, In Proceedings of the International Conference on Cloud and Green Computing (CGC 2011), December 2011

26 watts 17 watts



Evaluation
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Table 1: Most significant parameters that control Amazon Scaling Modelg p g
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The workload is generated by RuBBoS *
* Amza, C., Cecchet, E., Ch, A., Cox, A.L., Elnikety, S., Gil, R., Marguerite, J., Rajamani, K., Zwaenepoel, W.: Bottleneck 
Characterization of Dynamic Web Site Benchmarks (2002)



Evaluation: Multi-instances architecture 
implemented into web-tierp
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Evaluation: Elastic VM implemented into web-tierp
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Evaluation : Mutli-instances throughput 
degradationg
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Table 2: Throughput degradation in Multi-instances architecture
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Evaluation: Multi-instances architecture 
implemented into database-tierp
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Evaluation: Elastic VM implemented into 
database-tier
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Challengesg
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Not all applications are aware of on-the-fly resources scaling

Solution:
Most applications have performance metrics *

Elastic VM scalability is limited to one physical machineElastic VM scalability is limited to one physical machine

Solutions: 
1-VMs migration
2 Hybrid architecture (i e Multi instances integrated with2-Hybrid architecture (i.e. Multi-instances integrated with 
Elastic VM architecture)

Variant sizes of instances increase the bin-packing algorithm 
l itcomplexity
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* W. Dawoud, I. Takouna, and C. Meinel, Elastic VM for Cloud Resources Provisioning Optimization, 
Eds. Springer Berlin Heidelberg, 2011



Who can use Elastic VM?

Web hosting service providers
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Web hosting service providers

IaaS Providers

Large to Extra Large 
Elastic EC2 Instance 

costs $0.40
per hour

Large to Extra Large 
Elastic EC2 Instance 

costs $0.40
per hour

Large EC2 
Instance 

costs $0.34
per hour

Extra Large EC2 
Instance 

costs $0.68
per hour

Tele-Lab (http://www.tele-lab.org/)

Tele-Lab
resources 

Users
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Lab timeDuring the day Night timeTime



Conclusion & Future work
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Conclusion: 
Experiment results confirm the theoretical analysis and show 
that proposed Elastic VM:

Mitigates SLOs violationMitigates SLOs violation

Maintains a higher throughput

Elastic VM supports scaling applications, such as databases 
and expensive license software, with lower cost and 
complexityp y
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Conclusion & Future work
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Future work:Future work: 
Go over the current challenges:

One physical host 

Bin-packing of variant size VMs

Integrate Elastic VM with other managment techniques (e g VMsIntegrate Elastic VM with other managment techniques (e.g., VMs 
migration and workload redirection)

Implemet Elastic VM into Tele-Lab (http://www.tele-lab.org/)
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Thanks!

Contact: wesam.dawoud@hpi.uni-potsdam.de
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